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“Random” News

1. Lancet 2001: negative correlation between coronary 
heart disease mortality and level of vitamin C in 
bloodstream (controlling forage, gender, blood pressure, 
diabetes, and smoking)

2. Lancet 2002: no effect of vitamin C on mortality in 
controlled placebo trial (controlling for nothing)

3. Lancet 2003: comparing among individuals with the 
same age, gender, blood pressure, diabetes, and 
smoking, those with higher vitamin C levels have lower 
levels of obesity, lower levels of alcohol consumption, 
are less likely to grow up in working class, etc.
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Observational Studies

1.   Randomization forms gold standard for causal inference, 
because it balances observed and unobserved confounders

2.  Cannot always randomize so we do observational studies, 
where we adjust for the observed covariates and hope that 
unobservables are balanced

3.  Better than hoping: design observational study to 
approximate an experiment

The planner of an observational study should always ask himself: 
How would the study be conducted if it were possible to do it b 
controlled experimentation.  (Cochran 1965)
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The Good, the Bad, and the Ugly
Treatments, Covariates, Outcomes

• Randomized Experiment: Well-defined treatment, clear distinction 
between covariates and outcomes, control of assignment mechanism

• Better Observational Study: Well-defined treatment, clear distinction 
between covariates and outcomes, precise knowledge of assignment 
mechanism

• Can convincingly answer the following question: Why do two units who 
are identical on measured covariates receive different treatments?

• Poorer Observational Study: Hard to say when treatment began or 
what the treatment really is. Distinction between covariates and 
outcomes is blurred, so problems that arise in experiments seem to be 
avoided but are in fact just ignored. No precise knowledge of 
assignment mechanism.
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The Good, the Bad, and the Ugly

How were treatments assigned?

• Randomized Experiment: Random assignment

• Better Observational Study: Assignment is not random, but 
circumstances for the study were chosen so that treatment seems 
haphazard, or at least not obviously related to potential outcomes 
(sometimes we refer to these as natural or quasi-experiments)

• Poorer Observational Study: No attention given to assignment process, 
units self-select into treatment based on potential outcomes
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The Good, the Bad, and the Ugly

Were treated and controls comparable?

• Randomized Experiment: Balance table for observables.

• Better Observational Study: Balance table for observables. 

• Poorer Observational Study: No direct assessment of comparability is 
presented.
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Example: The Effect of Class Size

• Educators and labor economists are very interested in studying the 
effect of class size on learning, e.g. does smaller class size cause 
students to achieve higher math and verbal scores?

• Causal effects of class size on pupil achievement is difficult to measure. 
Why?

• Since 1969, Maimonides’ rule has been used to determine class size in 
Israeli public schools.

“Twenty-five children may be put in charge of one teacher. If the number in the 
class exceeds twenty-five but is not more than forty, he should have an 
assistant to help with instruction. If there are more than forty, two teachers must 
be appointed.”
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Angrist and Lavy (1999)
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Angrist and Lavy (1999)
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Plan
• Causal Inference with observational data is hard because of selection 

bias

• If we understand the treatment assignment mechanism very well, we can 
remove bias by conditioning — Selection On Observables (SOO)

• Plan

• Stats background: conditional independence

• Theory of identification under SOO

• Methods of conditioning: (1) matching; (2) regression
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Conditional Independence
Key to causal inference with observational data
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Joint, Marginal, and Conditional!
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Joint Probability Mass Function

• Should the U.S. allow more immigrants to come and live here?
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Marginal Probability Mass Function

• Should the U.S. allow more immigrants to come and live here?
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Joint and Marginal Probability Mass Function

• Should the U.S. allow more immigrants to come and live here?
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Conditional PMF

• The conditional PMF of Y given X (we write Y|X) is the PMF of Y when 
X is known to be at a particular value X = x:

• Conditional PMFs are just like ordinary PMFs, but refer to a universe 
where the “conditioning event” (X = x) is known to have occurred.

• Conditional distributions are key in statistics because they informs us 
how the distribution of Y varies across different levels of X.
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Conditional PMF
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Conditional PMF

• Should the U.S. allow more immigrants to come and live here?
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Conditional Expectation

Read: Given X = x, what is the average value of Y?
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Conditional Expectation
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Conditional Independence
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Conditional Independence

Read: Wealth is independent of support for immigration 
conditional on education.
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Identification under SOO
when we understand how “treatment” is assigned 
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Example: Private College Payoff

• All sorts of things are correlated with college attendance decisions and 
later earning

• Ability, diligence, personalities, ambitions, family connections

• Controlling for such a wide range of factors seems daunting

• Stacy Dale and Alan Kruger: controlling for the characteristics of 
colleges to which students applied and were admitted
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The College Matching Matrix
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Example: Private College Payoff

• Uma and Harvey: 

• Both applied to Harvard and U-Mass; both admitted 

• Harvey chooses Harvard while Uma opted for U-Mass

• We can compare earnings of Uma and Harvey after they graduate

• What are being control for in such a comparison?

• Lots of things, such as ability (in the eyes of the admission committees), ambition

• What are not being control for?

• Reasons why Uma choose U-Mass instead of Harvard: a successful uncle graduated 
from U-Mass, a best friend who chose U-Mass, missing the deadline of a scholarship 
for Harvard, etc. 

• We hope that these factors are not highly correlated with earning potentials
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Control for “Selection”



29

Review

• Why We Often End up Doing Observational Studies

• Good and Bad Observational Studies

• Conditional Independence

• Identification under SOO — College Attendance Example
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The Good, the Bad, and the Ugly
Treatments, Covariates, Outcomes

• Randomized Experiment: Well-defined treatment, clear distinction 
between covariates and outcomes, control of assignment mechanism

• Better Observational Study: Well-defined treatment, clear distinction 
between covariates and outcomes, precise knowledge of assignment 
mechanism

• Can convincingly answer the following question: Why do two units who 
are identical on measured covariates receive different treatments?

• Poorer Observational Study: Hard to say when treatment began or 
what the treatment really is. Distinction between covariates and 
outcomes is blurred, so problems that arise in experiments seem to be 
avoided but are in fact just ignored. No precise knowledge of 
assignment mechanism.
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Conditional Independence

Read: Wealth is independent of support for immigration 
conditional on education.
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The College Matching Matrix
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Conditional Ignorability
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Conditional Ignorability
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Conditional Ignorability
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Identifying ATE
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Identifying ATT
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“As-if” randomization

• Causal inference in observational studies often rests on this “SOO” (or 
CI) assumption

• A useful intuition: “find strata of X in which you think an experiment 
is occurring”

• Goal is to approximate a randomized experiment within subgroups

• Plausibility of your conditional ignorability: can argue that variation in 
treatment status within strata of X is random?
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Methods of Conditioning 

(1) Matching
Compare like with like with “as-if” random assignment 



40

Matching
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Matching
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Matching
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Matching
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Matching
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Matching
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Shortcoming: Curse of Dimensionality

The volume increases exponentially when adding extra dimensions.
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Check Balance
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Check Balance
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Methods of Conditioning 

(1) Regression
Modeling the Conditional Expectation Function
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Regression is Fitting a Linear CEF
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Regression is Fitting a Linear CEF



52

Multivariate Case
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Regression as an Estimator of Casual Effects
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Constant Treatment Effect w/ Linear Potential Outcomes
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Example: The Effect of Schooling on Wages

• Wages on schooling (S), controlling for ability (A) 

• Ability is hard to measure. What if we leave it out?

• Omitted variable bias =  The effect of the omitted ×  
                 The correlation between the omitted (A) and the included (S)
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Moreover

When the two assumptions are not satisfied

• If potential outcomes are not linear in covariates X, regression provides 
the best linear approximation to the population regression function.

• If the treatment effect is not constant, regression provides an unbiased 
estimator for conditional-variance-weighted average treatment effect, 
but not ATE or ATT.
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Summary

• Matching and regression are main methods to estimate average causal 
effects when one can assume conditional ignorability

• These are estimation strategies; the validity of the identification 
strategy (SOO) remains a first-order concern

• Always ask yourself: what is the experiment your SOO estimation 
strategy is approximating?

• Welcome to the Messy Real World!


