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Final Exam

June 13 (Tuesday)

Time: 9:30—11:00 AM

Location: WLH 2111
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Key Concepts:  First Half of the Course

1. The potential outcome model

2. Causal effects

3. The fundamental problem of causal inference

4. Causal estimands: ATE, ATT, ATC

5. Selection bias

6. Identification problem

7. Estimators, estimates, and statistical inference
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Selection bias

• Comparisons between observed outcomes of treated and 
control units can often be misleading term unlikely to be 0 
in most applications

• Bias term unlikely to be 0 in most applications

• Selection into treatment is often associated with the 
potential outcomes.
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Key Concepts:  Randomized Experiments

1. Identification under random assignment

2. Estimation: Difference-in-Means

3. Estimation: Regression

4. Experimental Design (e.g. SUTVA)

5. Inference (standard errors, hypothesis testing)
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Identification Strategies (and Estimators)

1. RCT (random assignment)

• Difference-in-Means

• Regression

2. Selection on observables

• Matching

• Regression

3. Difference-in-Differences

• Double-Difference

• Regression
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Selection on Observables
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“As-if” randomization

• “Find strata of X in which you think an experiment is occurring”

• Approximate a randomized experiment within subgroups

• Plausibility of SOO: can you argue that variation in treatment status 
within strata of X is random?

• Placebo/Falsification test to alleviate concerns of omitted variables



9

Matching and Regression
• Matching

• Nonparametric and transparent

• Overlap is guaranteed

• Curse of dimensionality: lose data as we have more and more 
covariates

• Regression

• Easy to implement; no waste of data

• Functional form assumptions: constant treatment effect, linearity

• Extrapolation
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Omitted Variable Bias (OVB) Equation

• Wages on schooling (S), controlling for ability (A) 

• Ability is hard to measure. What if we leave it out?

• Omitted variable bias =  The effect of the omitted ×  
                 The correlation between the omitted (A) and the included (S)
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Difference-in-Differences
• Diff-in-Diffs: An extremely popular strategy when there is longitudinal data 

(panel or repeated cross-sections) and the treatment is one-shot

• Allow selection on time-invariant unobservables and time-varying 
observables; but not on time-varying unobservables (which lead to 
unparalleled trends)

• Parallel trends: unobserved confounders must be additive and time-
invariant

• Always be cautious about the assumptions you make. Better to have 
multiple periods

• Common setup:

• One difference: before and after

• Another difference: across units (between treated and controls)
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Difference-in-Differences
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Identification with Diff-in-Diffs
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Estimation



So What Do We Do?
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Where Are We?

● Causal Inference
● You’re gonna forget all the Y1, Y0 stuff
● But you’ve seen how good researches are done

● Statistics
● You’re gonna forget bias correction and clustered SEs
● But you know good statistical analysis is not scary

● R
● You’re gonna forget all the messy options
● But hopefully you’re not afraid at writing code anymore
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The Take-aways

● Correlation is not causation 

● Mainly because of selection bias

● Compare like with like

● Find methods to eliminate selection bias

● Think of the counterfactuals

● Use statistics to predict counterfactuals



What are Left Out?
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Instrumental Variables (AP Chapter 3)

• “No compliance” issue 

• In experiments, we often cannot force subjects to take specific 
treatments

• Units choosing to take the treatment may differ in unobserved 
characteristics from units that refrain from doing so
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Regression Discontinuity Designs (AP Chapter 4)



Last Word
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Defying the “Expectation”



“Off the Chart”



“Lifelong learning is becoming an economic imperative.” 
— Economist
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Colleges becoming more expensive (and offering less)…
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The Nature of Education

● Spread knowledge (replaceable)

● A learning environment

● Personalized help (hard)

● Interaction

● “Coercion”

● Find your roadmap

● Learn how to learn
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Recommended Books — Casual Reading
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Recommended Books — Causal Inference
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Recommended Books — Intro to Machine Learning



A Mostly Harmless Data Analyst!
● Keeping an open mind
● Ready to be convinced by data
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Thank you

Yiqing Xu (徐轶⻘青)

yiqingxu@ucsd.edu

yiqingxu.org

Hope to see you again!

mailto:yiqingxu@ucsd.edu
http://yiqingxu.org

